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Instructions: Candidates should read carefully the instructions printed on the question paper and on the cover
of the Answer Book, which is provided for their use.

1) Question No. 01 is compulsory.

2) Out of remaining questions, attempt any _ 04 questions.
3)Inall __05__ questions to be attempted.

4) All questions carry equal marks.

5) Answer to each new question to be started on a fresh page.

6) Figures in brackets on the right-hand side indicate full marks.
7) Assume Suitable data if necessary.

Q1 Answer briefly: [20]

CO-02; A.  Listand explain any five learning factors of Error Backpropagation Network.
S0O-01;

BL-04

CO-03; B.  Explain working principle of MAXNET fixed weight competitive net.

SO-06;

BL-05

CO-04; C.  Given two fuzzy sets
SO-06; 1 0.75 0.3 s @
BL-06 A= {— + ——}

Find the following;
I.AUB 2. AnB 3.AUB 4.AnNBE 5.AUB

CO-04; D. Elaborate on techniques of Encoding in Genetic Algorithm.

SO-06;

BL-06

Q2 A.  Use outer product rule to store vectors [-1 -1 —1 1] and [10]
CO-03; [1 1 1 —1]inan auto-associative network.

SO-06; Find th ol i

BL-05 a. rm € weight matrix.

b. Test the network using [-1 —1 -1 —1]asinput

c. Test the network using [1 1 1 1] as input

d. Test the network using [0 1 1 0] as input

e. Repeat a-d with diagonal elements of weight matrix set to zero.
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Q2
CO-04;
SO-06;
BL-06
Q3
CO-01;
SO-01;
BL-02
C0O-02;
SO-01;
BL-04

Q4
CO-03;
SO-06;
BL-05

CO-04;
SO-06;
BL-06
Q5
CO-02;
SO-01;
BL- 04
CO-03;
S0O-06;
BL-05

Q6
CO-01;
SO-01;
BL-02
CO-04;
SO-06;
BL- 06

Discuss Roulette-Wheel selection technique in Genetic algorithm.

Explain different activation functions used in neural networks.

Implement OR function with bipolar inputs and targets using Adaline network.

Perform one epoch of training. (Assume initial weights as 0.1 and Learning
rate also set to 0.1)

Train a heteroassociative memory network to store the input vectors s =
(s1,52,53, s4) to the output vectors t = (t1,t2). The vector pairs are given
in Table. Also test the performance of the network using its training input as
testing input.

s1 52 53 s4 t1 t2
15 1 0 0 0 0 1
g 1 1 0 0 0 I
3 0 0 0 I 1 0
40 0 0 1 1 1 0

List various techniques of defuzzification. Explain any one technique with
example.

Explain architecture and training algorithm of Perceptron Network for single
output class.

Construct a Kohonen self-organizing net with two cluster units and five input
units. The weight vectors for cluster are given by

wi =[10 09 07 05 03]

w,=[03 05 07 09 1.0]
Use the square of the Euclidean distance to find the winning duster unit for the
input pattern x = [0.0 0.5 1.0 0.5 0.0]. Using a learning rate of 0.25,
find the new weights for the winning unit.
Explain McCulloch-Pitt’s neuron model. Implement AND function using
McCulloch-Pitt’s neuron: for binary data.

How we combine Genetic algorithm and Neural networks to create hybrid
systems?
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